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Preliminary Concepts



Performance Metrics
⚫ FLOP: Number of Floating Point Operations

⚫ FLOPS: Floating Point Operations per Second
− It not always represent well the capacity 

of a computer

− Commonly accepted by the scientific 
community

⚫ In the Supercomputing context the LINPACK 
test is used for calculating

Nombre Unidad Flops

KiloFLOPS Kflops 103

MegaFLOPS Mflops 106

GigaFLOPS Gflops 109

TeraFLOPS Tflops 1012

PetaFLOPS Pflops 1015

ExaFLOPS Eflops 1018

ZettaFLOPS Zflops 1021

YottaFLOPS Yflops 1024



Performance Metrics
⚫ Units for energy measurement

− Watt (W) – Power (P)

⚫ Energy (E)

− E = P * T

− Joule (J) – Watt second 

− Wh – Watt hour 

− kWh – KiloWatt hour

⚫ Processor i9 → 1,3 Tflop/s (1012)

→ 125-250 W

⚫ Self Estimation:

− Sibiu city (68000 homes) would 
consume 250 GWh at the year?



Supercomputer
⚫ Gigascale → 109 → 1985 → Cray 2

− NASA

⚫ Terascale → 1012 → 1997 →
− Intel ASCI Red System

− Sandia National Laboratory

⚫ Petascale → 1015 –> 2008
− IBM RoadRunner

− Los Alamos National Lab

⚫ Exascale ?
− First estimate 2015; 67MW-200MW

− 2008 → Not before 2020; 20MW



Frontier - 2022
⚫ Oak Ridge National Laboratory – USA

⚫ US$600 million

⚫ Processor AMD EPYC “Trento” 64core integrated
4x MI250 “Instinct” GPUs

⚫ 9,408 CPUs, 37,632 GPUs,

⚫ 8.730.112 cores

⚫ 1.12 Exaflops

⚫ Peak performance 1.26 Exaflops

⚫ Power: 21.100 kW

⚫ 14 years later 



Trends in Energy Estimates for Computing in AI/Machine Learning

Accelerators, Supercomputers and Compute-Intensive Applications

Shankar, Reuther

SLAC National Laboratory. Stanford University, CA, USA

MIT Lincoln Laboratory Supercomputing Center (LLSC), MA, USA

• Energy efficiency due to geometric scaling is slowing down

• Innovations in architectures can provide higher energy efficiency

that that obtained by geometrical scaling

• Shift towards accelerating development of domain-specific

specialized architectures

• Energy should be an additional design variable that bridges

architecture and algorithms in addition to hardware and technology



SmoothQuant: Accurate and Efficient Post-Training 

Quantization for Large Language Models

Xiao, Lin, Seznec, Wu, Demouth, Han  

https://github.com/mit-han-lab/smoothquant

Model Size Increasing vs 
GPU Memory Increasing

Parallelizing DNN Training on GPUs: Challenges and
Opportunities
Xu, Zhang, Tang
University of Pittsburgh. Pittsburgh, PA, USA



GPT-4
⚫ ~2e25 FLOP of training compute

− 21.5 million Exaflop

⚫ ~20,000 A100 for 90 to 100 days

− 17 GWh-50 GWh



Billion Parameter Models

⚫ Similar magnitudes of training
computing for Gemini, Nemotron or
Llama with less computational power



On the race for Trillion 
Parameter Models: 
A 100K H100 Cluster
⚫ A 100,000 H100 cluster would only take four days 

using FP8 to train GPT-4. 

⚫ On a 100k H100 cluster training run for 100 days, 
you can achieve an effective FP8 Model FLOP of  
~6e26 (600 million ExaFLOP). 

⚫ Note that the poor reliability of hardware reduces 
MFU significantly.

⚫ A 100,000 GPU cluster will require 150MW in
datacenter capacity and guzzle down 1.59 Terawatt
hours in a single year, costing ~200 million euros.

⚫ S

Semianalysis





Is it sustainable?

Optimizations?



Quantization
⚫ The process of constraining an input from a continuous or otherwise large set of values

(such as the real numbers) to a discrete set (such as the integers).

⚫ A common way to achieve this is by rounding or truncating.

⚫ Quantization can reduce memory and accelerate inference.  

⚫ Weights are easy to quantize while activations are not.

FP32

FP16

INT8

Post Training Quantization – PTQ
Aware Training Quantization - ATQ



Running in Resource Limited
Architectures

⚫ Desktop Computers

⚫ Edge Nodes

⚫ IoT Devices

Arm® Cortex®-A78AE v8.2
12 cores
2,2 GHz

GA10B
2048 CUDA cores
64 Tensor cores

1,3 GHz

Deep Learning Accelerator
2x NVDLA v2

1,6 GHz

15-50 W
50W: Maximum performance
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Notation

⚫ Accuracy: How often a model predicts the outcome 

⚫ Precision: Numerical Precision

⚫ Performance: Efficiency in terms of hardware/software 
− Processing Units

− Running Time

− Energy consumption



Quantization
Training CPU Training GPU

Energy Training CPU Energy Training GPU
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PRECISIÓN EN INFERENCIA
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Accuracy in Inference



⚫ SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language 
Models

Xiao, Lin; Massachusetts Institute of Technology

Seznec, Wu, Demouth, Han; NVIDIA

2024

⚫ BitNet: Scaling 1-bit Transformers for Large Language Models

Wang,  Ma, Dong, Huang, et all.

Microsoft Research, University of Chinese Academy of Sciences,Tsinghua University. 
2023

Quantization - “Extreme” 





⚫ Removes individual connections (weights) of the network

⚫ Technique used to reduce memory usage, which can also reduce the
computational load when combined with compressed storage formats and
efficient sparse kernels

⚫ Many Criteria:

⚫ Nonstructured: Independent of their location

⚫ Structured: Removes complete components (layers, heads)

⚫ Semi-structured: Prune groups of weights

Pruning



• Last generations of NVIDIA

GPUs have extended their

TCUs to also handle row-wise

2:4 sparsity. These updated

TCUs include hardware

support for sparse

computation, and are referred

to as Sparse Tensor Cores

(SPTCs).

• To exploit SPTCs, the first

argument in tensor operations

must be stored in NVIDIA’s

N:M sparse format, N

represents the maximum

number of non-zero elements

in a block of M values.

Pruning

The 2:4 format and its mapping to SPTCs



Prune



Prune



⚫ GPT-4 Turbo, GPT-4o, GPT-4o mini

⚫ Lightweight Llama 3.2 – Pruning and Distillation

Optimized Models



Conclusions



The Energy is a big Issue



⚫ There's Plenty of Room at the Bottom: An Invitation to Enter a New 
Field of Physics. 

− Lecture at American Physical Society

− 1959

− Richard Feynman

− Nobel Price Phisics 1965

⚫ There’s plenty of room at the Top: What will drive computer
performance after Moore’s law? - 2020

− Leiserson et all.



Stay hungry stay foolish

We should never stop learning and should always try new things

Steve Jobs
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